A Refined Neighbor Selection Algorithm for Clustering-Based Collaborative Filtering

Taek-Hun Kim* · Sung-Bong Yang**

ABSTRACT

It is not easy for the customers to search the valuable information on the goods among countless items available in the Internet. In order to save time and efforts in searching the goods the customers want, it is very important for a recommender system to have a capability to predict accurately customers’ preferences. In this paper we present a refined neighbor selection algorithm for clustering-based collaborative filtering in recommender systems. The algorithm exploits a graph approach and searches more efficiently for set of influential customers with respect to a given customer. It searches with concepts of weighted similarity and ranked clustering. The experimental results show that the recommender systems using the proposed method find the proper neighbors and give a good prediction quality.
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1. Introduction

There are a myriad of goods traded in commercial transactions both online and offline. These goods include physical products as well as digital contents. It is not easy for a customer to search the best suitable goods among almost countless items in the Internet. In order to provide valuable information on the items to the customers who have various preferences, we need an effective personalized recommender system.

A personalized recommender system predicts the best suitable goods for the customers according to their individual preferences and recommends the predicted results to them. Thus the customers can save time and efforts in searching the items they want.

It is very important for a recommender system to have a capability to predict accurately by analyzing the preferences of the customers. A recommender system utilizes in general an information filtering technique called collaborative filtering, which is based on the ratings of other customers who have similar preferences and is widely used for many online commercial web sites[1, 3, 5, 9, 13, 14].

A recommender system using collaborative filtering which we call it CF, calculates the similarity between the test customer who is supposed to obtain a recommendation
from the recommendation system and each of other customers who have rated the items that are already rated by the test customer. Since CF is based on the ratings of the neighbors who have similar preferences, it is very important to select the neighbors properly to improve prediction quality.

There have been many investigations in selecting proper neighbors based on neighbor selection methods such as the k-nearest neighbor selection, the threshold-based neighbor selection, and the clustering-based neighbor selection. They are quite popular techniques for recommender systems. These techniques then predict customer’s preferences for the items based on the results of the neighbors’ evaluation on the same items[1, 2, 3, 10, 12].

With millions of customers and items, a recommender system running on an existing method will suffer seriously the scalability problem. Therefore there are demands for a new approach that can quickly produce high-quality predictions and also can resolve the very large scale problem. Clustering-based method often leads to worse prediction accuracy than other methods. Once clustering is done, performance can be quite good, since the size of a cluster that must be analyzed is much smaller[2, 11]. Therefore, the clustering-based CF can be a choice to solve the very large scale problem in recommender systems.

In this paper we show that the recommender systems using a refined neighbor selection based on a graph approach. The algorithm searches with concepts of weighted similarity and ranked clustering. The graph approach allows us to exploit the transitivity of similarities. To improve prediction quality we consider both high and low similarities of each customer because customers who have contradicting similarities may give valuable information in prediction[4].

The proposed algorithm applies the clustering method to the input dataset for finding a handful of promising clusters each of which holds a set of customers with influential similarities for the test customer. It then searches the promising clusters, as if they are graph, in a breadth-first manner to extract certain customers, called the neighbors, who have either higher similarities or lower similarities with respect to the test customer. A cluster is considered as a graph in which vertices are customers and each edge has a weight representing the similarity between the end points(customers) of the edge.

During the search for the neighbors, we adjust the weight of each edge in the graphs according to the search depth so that the closer customers in terms of similarities have better chances to become neighbors of the test customers. The algorithm ranks the clusters according to the similarity between the test customer and the representative of each cluster after clustering. For selecting the meaningful neighbors the algorithm select the best top n clusters and merge them for the search.

In the experiments the EachMovie dataset of the Compex Computer Corporation has been used[6]. The dataset consists of 2,811,983 preferences for 1,628 movies rated by 72,916 customers explicitly.

The experimental results show that the proposed recommender system selects meaningful neighbors for the high prediction quality. Therefore the clustering-based recommender systems using the proposed algorithms could resolve the very large scale dataset problem with high prediction quality.

The rest of this paper is organized as follows. Section 2 describes CF based recommender systems and clustering-based CF. In Section 3, the proposed refined neighbor selection algorithm is presented and in Section 4, the experimental results are illustrated. Finally, the conclusions are given in Section 5.

2. CF-based Recommender Systems

2.1 Recommender Systems

Recommender systems have been recognized as one of the solutions to reduce information overload in the Internet environment. Therefore, in online commercial transactions, if a recommender system has a capability of providing the information on the best suitable goods for the customers, they could have great satisfaction on the transactions.

A recommender system is in general based on CF and it also uses other techniques like clustering together to improve the prediction quality and the system performance. These techniques for a recommender system enhance the satisfaction of all participants such as the buyers and the sellers, so that the commercial market can be more activated.

2.2 Collaborative Filtering

A CF provided by the GroupLens plays a crucial role in reducing the customer’s burden of searching[9, 14]. It filters necessary information and provides it to the customers. CF compares customers based on their previous preferences on the items to make recommendations to similar customers. So it is widely used in the recommender systems and is also called ‘social’ information filtering.

CF recommends items through building the profiles of the customers from their preferences for each item. In CF, preferences are represented generally as numeric values which are rated by customers. Predicting a preference
for a certain item that is new to the test customer is based on the ratings of other customers for the 'target' item. Therefore, it is very important to find a set of customers with more similar preferences to the test customer for better prediction quality.

In CF, Equation (1) is used to predict the preference of a customer. Note that in the following equation $w_{ak}$ is the Pearson correlation coefficient[3, 7, 9, 10, 11, 14].

$$p_{ak} = \bar{r}_a + \frac{\sum_i \{ w_{ak} \times (r_{ij} - \bar{r}_i) \}}{\sum_i |w_{ak}|},$$

$$w_{ak} = \frac{\sum_i (r_{ij} - \bar{r}_i)(r_{ik} - \bar{r}_k)}{\sqrt{\sum_i (r_{ij} - \bar{r}_i)^2 \sum_i (r_{ik} - \bar{r}_k)^2}}.$$  (1)

In the above equation, $P_{ak}$ is the preference of customer $a$ with respect to item $i$. $\bar{r}_a$ and $\bar{r}_i$ are the averages of customer $a$'s ratings and customer $k$'s ratings, respectively. $r_{ij}$ and $r_{ik}$ are customer $k$'s ratings for items $i$ and $j$, respectively, and $r_{ij}$ is customer $a$'s rating for item $j$.

If customers $a$ and $k$ have similar ratings for an item, then $w_{ak} > 0$. $w_{ak}$ indicates how much customer $a$ tends to agree with customer $k$ on the items that both customers have already rated. If they have opposite ratings for an item, then $w_{ak} < 0$ and $w_{ak}$ indicates how much they tend to disagree on the item that both again have already rated. Hence, if they don't correlate each other, then $w_{ak} = 0$. Note that $w_{ak}$ can be in between -1 and 1 inclusive.

CF is good for recommender systems because it is based on the ratings of other customers who have similar preferences. Although CF can be regarded as a good choice for a recommender system, there is still much more room for improvement in prediction quality. To do so, CF needs a more refined neighbor selection technique.

### 2.3 Clustering based CF

We need to use the clustering technique which is suitable for the numeric values because preferences are represented generally as numeric values which are rated by the customers in CF. So the k-Means clustering method is good for the clustering based CF.

The k-Means clustering method creates $k$ clusters each of which consists of customers who have similar preferences among themselves. In this method we first select arbitrarily $k$ customers as the initial center points of the $k$ clusters, respectively. Then each customer is assigned to a cluster in such a way that the distance between the customer and the center of a cluster is minimized. The distance is calculated using the Euclidean distance, that is, a square root of the element-wise square of the difference between the customer and each center point.

We then calculate the mean of each cluster based on the customers who currently belong to the cluster. The mean is now considered as the new center of the cluster. After finding new centers, we compute the distance between the new center and each customer as before in order to find to which cluster the customer should belong. Recalculating the means and computing the distances are repeated until a terminating condition is met. The condition is in general how far each new center has moved from the previous center; that is, if all the new centers moved within a certain distance, we terminate the loop.

If the clustering process is terminated, we choose the cluster with the shortest Euclidean distance from its center to the test customer. Finally, prediction for the test customer is calculated with all the customers in the chosen cluster. The clustering based neighbor selection method can give a recommendation quickly to the customer in case of the very large-scale dataset, because it selects customers in the best cluster only as neighbors[2, 7].

### 3. Improving Prediction Quality in CF

We first describe a neighbor selection algorithm[NSA][16]. It considers both high and low similarities with respect to the test customer and exploits the transitivity of similarity using a graph approach. We then explain refined NSA using weighted similarity and ranked clustering for expanding the candidate neighbors in CF.

#### 3.1 NSA

The key ideas of NSA are to exploit the transitivity of similarities and to consider both higher and lower similarities in selecting neighbors. We regard a portion of the input dataset a complete undirected graph in which a vertex represents each customer and a weighted edge corresponds to the similarity between two end points(customers) of the edge.

NSA creates $k$ clusters from the input dataset with the k-Means clustering method. Then it finds the best cluster $C$ with respect to the test customer $u$ among the $k$ clusters. NSA searches the customers in $C$ to find the "best" vertex $v$ with the highest similarity with respect to $u$. NSA then searches the vertices adjacent to $v$ who have the similarities either larger than $H$ or smaller than $L$, where $H$ and $L$ are some threshold values for the Pearson correlation coefficients. These thresholds can be
determined with various experiments. Note that as the threshold values change, so does the size of the neighbors. The search is performed in a breadth-first manner. That is, we search the adjacent vertices of \( v \) according to \( H \) and \( L \) to find the neighbors of \( u \), and then search the adjacent vertices of each neighbor of \( v \) in turn. The search stops when we have enough neighbors for prediction.

Fig. 1 depicts an example of how NSA selects the neighbors of \( v \) who has the higher similarities with respect to \( u \) when the search depth is 2. A solid line indicates that the weight on the edge is larger than \( H \). A dotted line means that the weight of the edge is smaller than \( L \).

We now describe NSA in detail. In the algorithm, before we apply the graph approach to the input dataset, we want to remove insignificant customers with the \( k \)-means clustering method. After we obtain \( k \) clusters with the \( k \)-means clustering method, we choose a cluster (the ‘best’ cluster) whose mean has the highest similarity with respect to the test customer \( u \). We then apply the graph approach only to the best cluster. The following describes the overall algorithm in detail. When the algorithm is terminated, the set \( \text{Neighbors} \) is returned as output. The pseudo code for NSA is shown in Procedure 1.

The Neighbor Selection Algorithm

Input: the test customer \( u \), the input dataset \( S \)

Output: \( \text{Neighbors} \)

1. Create \( k \) clusters from \( S \) with the \( k \)-Means clustering method;
2. Find the best cluster \( C \) for the test customer \( u \);
3. Find the customer \( v \) in cluster \( C \) who has the highest similarity with respect to \( u \);
4. Add \( v \) to \( \text{Neighbors} \);
5. Traverse \( C \) from \( v \) in a breadth-first manner when visiting vertices (customers). The similarity of the customer is checked to see if it is either higher than \( H \) or lower than \( L \). If so, add the customer to \( \text{Neighbors} \).

Note that Step 6 is executed until we get enough neighbors and such terminating condition can be imposed with how many levels (depths) we search from \( v \) in a breadth-first manner.

3.2 Refined Neighbor Selection Algorithm

We refine the searching done in NSA by associating a weight into the correlation coefficient between a pair of customers. The associated weight is applied to a similarity

---

**Procedure 1 A Pseudo Code for NSA**

1. Create \( k \) clusters with the \( k \)-means clustering method;
2. Find the best cluster \( C \) for a given test customer \( u \);
3. Unmark all the vertices in cluster \( C \);
4. \( d = 0 \); (\( d \) is for counting the search depth)
5. Find the neighbor \( v \) with the highest similarity with respect to \( u \);
6. Mark \( v \);
7. Insert \((v, d)\) into \( Q \);
   (\( Q \) holds temporarily the neighbors for a breadth-first search)
8. Add \( v \) to \( \text{Neighbors} \);
9. while \( Q \) is not empty do
10.  Delete \((w, d')\) from \( Q \);
11.  if \( (d' < \text{depth\_count}) \) then
12.      \( \text{[depth\_count controls the loop termination]} \)
13.     for each unmarked neighbor \( x \) of \( w \) do
14.        Mark \( x \);
15.        Insert \((x, d'+1)\) to \( Q \);
16.        Add \( x \) to \( \text{Neighbors} \);
17.    end if
18. end for
19. end if
20. end while
21. return \( \text{Neighbors} \);

---

(a) Assume that \( v \) has the highest similarity for the test customer
(b) After finding the neighbors of \( v \) (the search depth=1)
(c) After selecting the neighbors of each neighbor of \( v \) (the search depth=2)

(Fig. 1) An example of searching the neighbors in NSA.
so that the closer vertices (customers) to the best vertex $v$ have better chances to belong to the neighbors of $u$ than others. Equation (2) is to calculate the weighted similarity $w_{ak}$ between customers $a$ and $k$ according to the search depth $d$ in the graph.

$$w_{ak} = \begin{cases} 
\frac{1-w_{ak}}{\omega^d}, & w_{ak} \geq \delta \\
\frac{1+w_{ak}}{\omega^d}, & w_{ak} \leq -\delta 
\end{cases} \quad (2)$$

The new correlation coefficient $w_{ak}$ can be derived from the correlation coefficient $w_{ak}$ in Equation (1). In the above equation, $\omega$ is a weight constant and $\omega > 1$, $d$ is a search depth, and $\delta$ is a threshold value. Observe that as $d$ increases $\omega^d$ gets larger. Note that $-1 \leq w_{ak} \leq 1$.

NSA chooses only the best cluster among $k$ clusters and searches the best cluster for finding the neighbors. However, the way we select the best cluster does not guarantee that there is no customer with higher similarity than $H$ or lower similarity than $L$ in other clusters. That is, there may be valuable customers with respect to the test customer in other clusters. In the proposed neighbor selection algorithm, we rank the $k$ clusters created by the $k$-Means clustering method in terms of the similarity between the test customer and the mean of each cluster, and expand the search to the next cluster in the rank for finding the missing neighbors.
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(Fig. 2) An example of searching the neighbors in refined NSA.

And we search the neighbors in these two clusters as NSA does, yet refine the search with the concept of the weighted similarity.

### 3.3 The Computational Complexity

The $k$-Means clustering algorithm is arguably the most well-known clustering algorithm in use today. Its computational complexity is $O(krn)$, where $k$ is the number of desired clusters, $r$ is the number of iterations, and $n$ is the size of the dataset[15]. In collaborative filtering the complexity for the prediction depends on the size of the neighbors. Therefore, if we consider all the points (customers) in the chosen cluster (the best cluster) as the neighbors, the complexity is only $O(c)$, where $c$ is the size of the chosen cluster.

The complexity of the breadth-first search (BFS) in a complete undirected graph is $O(n^2)$, where $n$ is the size of the vertex set. NSA searches the neighbors with transitivity in a graph using BFS, stops the search if the search depth is greater than a threshold value predetermined. BFS for the neighbors using the transitivity mechanism in a complete undirected graph takes $O(dn)$, where $d$ is the search depth. If we consider only the chosen cluster, the search complexity is $O(dc)$.

Although NSA searches the neighbors using BFS, it searches only not selected vertices, that is, all vertices selected as the neighbors in the previous search steps are considered as the selected vertices. Therefore, the complexity $T(c)$ of NSA can be computed with (3). $T(c)$ is derived from $\sum T_c = T_1 + T_2 + \ldots + T_c$, where $T_d$ is the complexity when the search depth is $d$. $T(c)$ is computed by each step of the following appendix. In (3) and the appendix $S_d$ is the size of the selected vertices when the search depth is $d$ and $S_i$ is the size of the selected vertices for each vertex $i$ of $S_d$.

For each depth if there is only one selected vertex, then $T(c)$ is $O(dc)$, which is the worst case. If all vertices are selected when the search depth is one, then $T(c)$ is $O(c)$, which is the best case.

$$T(c) = \sum (S_{c+1}(c - \sum S_i) - \sum (S_{c+1} - \sum S_i)) S_i,$$

where $S_i = \sum S_j = c$, and $\sum S_i = S_c$.

### 4. Experimental Results

#### 4.1 Experimental Dataset

In the experiments we used the EachMovie dataset of the Compaq Computer Corporation for evaluating prediction quality of the proposed recommendation system[6]. The
EachMovie dataset consists of 2,811,983 preferences for 1,628 movies rated by 72,916 customers explicitly. The customer preferences are represented as numeric values from 0 to 1 at an interval of 0.2, i.e., 0, 0.2, 0.4, 0.6, 0.8, and 1.

For the experiment, we retrieved 3,783 customers who rated at least 100 movies among all the customers in the dataset. We have chosen randomly fifty customers as the test customers and the rest of the customers are the training customers. For each test customer, we chose five movies randomly that are actually rated by the test customer as the test movies. The final experimental results are averaged over the results of the test sets.

4.2 Experimental Metrics

One of the statistical prediction accuracy metrics for evaluating a recommender system is the mean absolute error (MAE) which is the mean of the errors of the actual customer ratings against the predicted ratings in an individual prediction[1, 8, 10, 11, 12]. MAE is computed by Equation (4). In the equation, \( N \) is the total number of predictions and \( e_i \) is the error between the predicted rating and the actual rating for item \( i \). The lower MAE is, the more accurate prediction with respect to the numerical ratings of customers we get.

\[
|E| = \frac{\sum_i |e_i|}{N}.
\]  

4.3 Experimental Results

For comparing each method, we have implemented five recommendation systems for the experiments. The first one is the recommendation system only with the clustering-based CF, called KCF. The second one is the proposed neighbor selection based on KCF, called NSA. The third one is NSA with weighted similarity, called NSA-w. The fourth one is NSA with ranked clustering, called NSA-o. And the last one is NSA with both weighted similarity and ranked clustering and is called NSA-wo.

The experimental results are shown in Table 1 and Table 2. We determined the value of \( k \) for the clustering-based method through various experiments. That is, this value, 21, for \( k \) gave us the smallest MAE among others as shown in Fig.3. MAE values tend to be decreased gradually up to \( k=21 \), and then be increased thereafter. Hence we decided \( k=21 \). Among the parameters in the table, \( L \) and \( H \) denote that the threshold values for the Pearson correlation coefficients. It is better to select \( H \) and \( L \) that \( |H| < |L| \). For example, if \( L = -0.8 \) and \( H = 0.7 \), then we select a neighbor whose similarity is either smaller than -0.8 or larger than 0.7. In the table, \( \omega \) denotes a weight constant, \( \omega \) is a threshold value, \( c \) is the number of clusters, and \( d \) is a search depth. We can select that the value of \( d \) with the lower value for the small search space.

The results in the table show that the proposed systems outperform the clustering-based system. The prediction improvement ratio of each proposed system to KCF is more than three or four percent. The improvement ratio of NSA and NSA-w to KCF are about 3.7%. NSA-o has

![Fig. 3](image-url) (Fig. 3) The sensitivity of the number of clusters \( k \).
improved in prediction quality and the improvement ratio is about 4.2%. And NSA-w has the best prediction quality among others and the improvement ratio is about 4.3%.

The results in the table show that NSA-w outperforms KCF and NSA when the search depth is 2. This fact shows that the weighted similarity concept helps selecting the refined neighbors in NSA. We found that when the search depth is greater than 2, neither NSA or NSA-w did not provide better results, because as the size of the neighbors gets larger the chances that unnecessary customers are included in the neighbors get higher. Table 1 also shows that NSA-o which expands the search space through cluster ranking finds valuable missing neighbors in the clusters other than the best cluster. When we expand NSA with both weighted similarities and cluster ranking, we could achieve the best prediction quality.

<table>
<thead>
<tr>
<th>Methods</th>
<th>MAE</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSA</td>
<td>0.1623946</td>
<td>(k = 21, H = 0.7, L = -0.8, d = 2)</td>
</tr>
<tr>
<td>NSA-w</td>
<td>0.1696755</td>
<td>(k = 21, H = 0.7, L = -0.8, u = 2, v = 0.8, d = 2)</td>
</tr>
<tr>
<td>NSA-o</td>
<td>0.1645414</td>
<td>(k = 21, H = 0.5, L = -0.5, c = 2)</td>
</tr>
<tr>
<td>NSA-w-o</td>
<td>0.1647775</td>
<td>(k = 21, H = 0.5, L = -0.6, u = 2, v = 0.8, d = 1, c = 2)</td>
</tr>
</tbody>
</table>

5. Conclusion

It is crucial for a recommender system to have the capability of making accurate prediction by retrieving and analyzing customers’ preferences. Because CF is widely used for recommender systems, various efforts to overcome its drawbacks have been made to improve prediction quality.

It is important to select neighbors properly in order to make up the weak points in collaborative filtering and to improve prediction quality. In this paper, we proposed a refined neighbor selection algorithm that finds meaningful neighbors using weighted similarity and ranked clustering based on a graph approach along with clustering. The proposed methods utilize a clustering technique and transitivity mechanism. The methods consider both high and low similarities of each customer to give valuable information in prediction. To improve prediction quality the methods also search with concepts of weighted similarity and ranked clustering.

The experimental results show the proposed recommender system selects meaningful neighbors for the high prediction quality and then provides the better prediction quality than others. Therefore the clustering-based recommender systems using refined neighbor selection methods can be a choice to solve the very large scale dataset problem with high prediction quality.

The various datasets have in general domain dependent characteristics in the real world. So the recommender systems shown in this paper can be restricted to the special domain datasets such as the movies, musical CDs.
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